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Abstract. The key for providing a robust context for personalized infor-
mation retrieval is to build a library which gathers the long term and the
short term user’s interests and then using them in the retrieval process
in order to deliver results that better meet the user’s information needs.
In this paper, we present an enhanced approach for learning a semantic
representation of the underlying user’s interests using the search history
and a predefined ontology. The basic idea is to learn the user’s interests
by collecting evidence from his search history and represent them con-
ceptually using the concept hierarchy of the ontology. We also involve a
dynamic method which tracks changes of the short term user’s interests
using a correlation metric measure in order to learn and maintain the
user’s interests.

Key words: user’s interests, search history, concept hierarchy, person-
alized information retrieval

1 Introduction

The explosion of the information available on the Internet and its heterogeneity
present a challenge for keyword based search technologies to find useful informa-
tion for users [2][11]. These technologies have a deterministic behaviour in the
sense that they return the same set of documents for all the users submitting the
same query at a certain time. On the other hand, the effectiveness of these tech-
nologies is decreased by the ambiguity of the user’s query, the wide spectrum of
users and the diversity of their information needs. Recent studies [2] show that
the main reason is that they do not take into account the user context in the
retrieval process.

The development of relevance feedback [15] and word sense disambiguation
techniques [16] aim to assist the user in the formulation of a targeted query,
and have shown an improvement of the information retrieval (IR) performance.
Effectively, relevance feedback techniques require that a user explicitly provides
feedback information, such as marking a subset of retrieved documents as rele-
vant documents. On the other hand, the word sense disambiguation techniques
use generally an ontology-based clarification interface and require that the user



specify explicitly the information need. However, since these techniques force
the user to provide additional activities, a user may be reluctant to provide such
feedback and the effectiveness of these techniques may be limited in real world
applications [5].

The above situation gave rise to contextual IR which aims to integrate the
user context as being a set of interests and preferences into the retrieval process
in order to return personalized results. In [1] contextual IR is defined as follows:
Combine search technologies and knowledge about query and user context into a
single framework in order to provide the most appropriate answer for a user’s
information needs.

It is common knowledge that several forms of context exist in the area of
contextual IR. Most of the works are within the scope of the personalized IR
and model the context as being a user profile representing the user’s interests.
These works explored various techniques to build the user profile using implicit
feedback techniques [10][16][18][3].

In order to endow personalized IR systems with the capability to focus their
knowledge on the user’s domains of interests, we extend in this paper a related
work [17] on building and learning the user’s interests accross past search ses-
sions in order to enhance the keyword representation of the user’s interests to a
semantic representation one using a concept hierarchy. We use in our approach
both of the search history and the concept hierarchy to learn and maintain the
long term user’s interests at the time the user conducts a search. we also involve
a method which tracks the changes in the short term user’s interests.

The paper is organized as follows: Section 2 reviews previous works on per-
sonalized IR that learn and maintain the user’s interests. Section 3 presents our
extended approach of representing and maintaining the user’s interests during
search sessions. Finally, some conclusions and future works are given in section
4.

2 Related work

Traditional retrieval models and system design are based solely on the query
and the document collection which leads to providing the same set of results for
different users when the same query is submitted. The limitation of such systems
is that the retrieval decision is made out of the search context while the IR takes
place in context. Effectively, the IR process depends on time, place, history of
interaction, task in hand, and a range of other factors that are not given explic-
itly but are implicit in the interaction and the ambient environment, namely the
context [4]. The definition of context in IR is widely abused. While the wireless
networks provide IR possibilities that the users are embedded in a physical en-
vironment, a physical context has to be considered in the IR models so as the
contextual IR takes place. Personalized IR aims to enhance the retrieval process
by integrating the user context as a user profile reflecting a set of the user’s
interests and preferences. Works in this area have explored several techniques
to build and maintain the user profile using implicit feedback techniques. User’s



interests are often represented by keyword vectors [7] [17], concept vectors [10]
or a concept hierarchy [6][9].

A representation of the user’s interests as a concept hierarchy is explained
in [6]. An implicit user interest hierarchy (UIH) is learned from a set of web
pages visited by the user. A clustering algorithm is applied to group words of
the documents into a hierarchy where the high level nodes reflect a more general
interest and the leaf nodes are considered more specific and reflect the short
term interests.

Webpersonae [10] is a personalized web browsing system based on a user
profile that reflects multiple domains of interest. Each one is represented by
a cluster of weighted terms. These domains of interest are built by clustering
the web pages visited by the user. The system involves the recognition of the
current domain of interest used to rerank the search results by comparing the
vector representation of recent pages consulted by the user to each of the long
term domains of interest.

Recent works exploit an ontology-based contextual information to get a se-
mantic representation of the user’s interest.An ontology is a concept hierarchy
organized with ”‘is-a”’ relationships between them. Many efforts are underway to
construct a domain specific ontologies that can be used by web content providers.
Effectively, the information overload on the Web increases the attempts to pro-
vide conceptual search where the semantic web takes place. This research area
implies the use of the knowledge repesentation language [19][14] in order to spec-
ify the meaning of the web content according to a concept taxonomy.
ARCH [16] is a personalized IR system that uses both of the user profile which
contains several topics of interest and a concept hierarchy to enhance the user
query. The system represents the long term user context as a set of pairs by en-
capsulating the selected concepts and the deselected concepts that are relevant
to the user’s information need across search sessions. The short term context is
the pair of the selected and the deselected concepts in the current search session.
When a long term user context exceeds a similarity threshold with the short term
context, the system updates it by combining it with the short term context.

Moreover, Vallet et al. [18] exploit a semantic representation of the user
interest based on weighted concept vectors derived from an ontology. They build
a dynamic semantic representation of the current context which reflects the
ongoing user’s retrieval tasks and use it to activate a long term user preference
or a user’s topic of interest. The current context is updated dynamically by using
the user’s query and feedback information. The personalization is achieved by
re-ranking the search results where the original score is combined with the score
yielded by the similarity between the current context and the document.

Challam et al.[3] build a short term user contextual profile as a weighted
ontology. The weight of the concept reflects the degree to which the concept
represents the current user’s activities. This weight is computed using a classifier
that classifies a web page into the concepts of the ontology. The classification
consists on a similarity measure between web page’s vector visited by the user
and each concept vector representation of the ontology. Thus, the concept’s



weight is the accumulated weights of all the pages that are classified into the
concept and summed with the weights of all children’s concepts weights. This
user profile is used to re-rank the search results by combining the original rank
of the document and the conceptual rank computed using a similarity between
the document and the user contextual profile.

This paper presents a new technique for building and learning the user’s
interests across past search sessions. We exploit in our approach both of the
search history and the concept hierarchy of the ODP to learn the long term
user’s interests at the time the user conducts a search. We represent the user
interest in a semantic representation as being a weighted portion of a global
ontology.

Comparatively to previous work in the same area, our approach has the
following features:

– The semantic representation of the user’s interests is implicitly updated on
the basis of the interaction between the ontology and the search history
which is updated periodically between search sessions.

– A robust method to detect dynamically related and unrelated user’s inter-
ests using a statistical rank-order correlation operator between the semantic
representation of the user’s contexts.

3 Building and maintaining a semantic representation of
the user interest

Our main goal is to learn and maintain implicitly the long term user’s interests
through the passive observation of his behaviour. We exploit a cognitive context
for our retrieval model where the user’s interests are represented semantically.
We extend the keyword representation of the user’s interests to get an enhanced
one using the ODP ontology. In the remainder of this paper we use the term
user context as being a vector reflecting the user interest at a certain time.

3.1 Building the user interest

Our method runs in two main steps that are presented in the subsections that
follows:

– The first one consists on building the user’s interests using an intermediate
representation of the user context which is a keyword-based representation
one in order to get a concept-based representation one using the ODP on-
tology.

– The second step consists of learning and maintaining the user’s interests.
The learning algorithm is based on a correlation measure used to estimate
the level of changes in the semantic representation of the user context during
a period of time.



The term-based representation of the user interest: an overview We
present in this section an overview of the term-based building process of the
user’s interests developped in a previous work [17]. The user is modeled by two
related components: an aggregative representation of the user search history
and a library of user contexts reflecting his interests when seeking information.
More precisely, our approach uses the evidence collected across successive search
sessions in order to track potential changes in the user’s interests. At time s,
the user is modeled by U = (Hs, Is) where Hs and Is represent respectively the
search history and a set of user’s interests at time s. A matrix representation is
used to represent the search history which is the aggregation of the search session
matrix. Let qs be the query submitted by a specific user U at the retrieval session
performed at time s. We assume that a document retrieved by the search engine
with respect to qs is relevant if it is explicitly judged relevant by the user or else,
some implicit measures of the user interest such as dwell time, click through and
user activities like saving, printing etc, can be applied to assume the relevancy
of a document. Let Ds be the related set of assumed relevant documents during
the search session Ss, Rsu = ∪i=s0..sDi represents the potential space search of
the user across the past search sessions. We use matrices to represent both user
search session and search history. The construction of the search session matrix,
described below, is based on the user’s search record and some features inferred
from the user’s relevancy point of view. The user search session is represented by
a Document-Term matrix Ss: Ds ∗ T s where T s is the set of terms indexing Ds

(T s is a part of all the representative terms of the previous relevant documents,
denoted T (Rsu)). Each row in the matrix Ss represents a document d ∈ Ds, each
column represents a term t ∈ T s. In order to improve the accuracy of document-
term representation, the approach introduces in the weighting scheme a factor
that reflects the user’s interests for specific terms. For this purpose, it uses term
dependencies as association rules checked among T s [8] in order to compute the
user term relevance value of term t in document d at time s denoted RTV s(t, d):

RTV s(t, d) =
wtd
dl
∗

∑
t′ 6=t,t′∈Ds

cooc(t, t′) (1)

wtd is the common Tf-Idf weight of the term t in the document d, dl is the
length of the document d, cooc(t, t′) is the confidence value of the rule (t→ t′),
ccoc(t, t′) = ntt′

nt∗nt′
, ntt′ is the number of documents among Ds containing t and

t′, nt is the number of documents among Ds containing t and n′t is the number
of documents among Ds containing t′. Ss(d, t) is then determined as:

Ss = RTV s(t, d) (2)

The user search history is aRsu∗T (Rsu) matrix, denotedHs, build dynamically
by reporting document information from the matrix Ss and using an aggregative
operator combining for each term, its basic term weight and relevance term value
computed across the past search sessions as described above. More precisely, the



matrix Hs is built as follows:

H0(d, t) = S0(d, t)

Hs+1(d, t) = Hs ⊕ Ss+1 =


α ∗ wt,d + β ∗ Ss+1(d, t)
if t /∈ T (R(s)

u )
α ∗Hs(d, t) + β ∗ Ss+1(d, t)
if t ∈ T (R(s)

u )
Hs(d, t) otherwise

(3)

(α+ β = 1), s > s0

After the representation of the search history, a weighted keyword represen-
tation of the user context Ks is extracted and reflects the user’s interests at
learning time s. The term’s weight reflects the degree to which the term repre-
sents the user context. It is computed by summing for each term in T (Rsu) the
columns in Hs as follows:

cs(t) =
∑
d∈Rs

u

Hs(d, t) (4)

Ks(t) is normalised as follows: cs(t) = Ks(t)∑
t∈T s Ks(t) .

This original approach models the user context as a set of weighted keywords
reflecting the user’s interests in a search session. The maintaining process of the
user’s interests between search sessions is accomplished using a rank order corre-
lation measure applied on two consecutive keyword contexts of retrieval session.
This approach is faceted to a risk error due to the lack of not taking into account
the semantic relation between words, so as the changes of interests depend on a
distincitve difference in the rank order distribution of the keyword-based context
representation, independently of their belonging to the same user’s information
need. We aim to enhance the keyword representation of the user interest to a
semantic representation one that outcomes the limit of tracking changes in the
user’s contexts. Related and unrelated user’s contexts are detected using the
same measure but applied on a semantic representation of them. Effectively, en-
riching the keyword representation of the user’s interests with concepts from the
core ontology has two benefits: first, instead of the keyword representation, it
provides a semantic meaning of the user’s interests. Second, tracking the changes
of the short term user’s interests is more reliable and accurate when they are are
represented semantically.

The concept-based representation of the user interest using ontology
We present in this section the method for a concept-based representation of
the user interest in a semantic context to be stored in Is. To get the semantic
representation of the user context, we map the keyword vector representation of



the user context described in the previous section on the concepts of the ODP
ontology [13], thus we obtain a weighted concept hierarchy which is the semantic
representation of the user context at a certain time.

– Reference ontology and representation of domain knowledge The Open Di-
rectory Project(ODP) [13] is the most widely distributed data base of Web
content classified by humans. It is a Web directory where its purpose is to
list and categorize web sites.
We use the ODP’s concept hierarchy in our profiling component as a fun-
damental source of a semantic knowledge to represent semantically the user
interest. We show in Fig.1. the concept hierarchy of the ODP ontology.

Fig. 1. The concepts in the ODP ontology

Various methods can be utilized to represent the concept vector of the ODP
ontology. In our approach, we use a term-vector based representation for
the concepts developped in [3]. We are interested by the top three levels of
the ontology to represent a set of general user’s interests. Each concept of
the hierarchy is associated to a set of related web pages. These documents
are used to represent the term vector representation of the concept. The
content of the pages associated to the concept j are merged together to
create a super-document sdj to obtain a collection of super-documents, one
per concept, that are pre-processed to remove stop words and stemmed using



the porter stemmer to remove common suffixes. Thus, each concept is treated
as a n-dimensional vector in which n represents the number of unique terms
in the vocabulary. Each term’s weight in the concept’s vector is computed
using the tf ∗idf weighting scheme and normalized by their length. The term
weight of the term i in concept j is computed as follows:

wij = tfij ∗ idfi (5)

Where
tfij=number of occurrences of ti in sdj
N=the number of super-documents in the collection
ni=the number of super-documents containing ti

– Semantic representation of the user interest The basic idea to get a semantic
representation of the user context is to map the keyword representation of
the user context on the concept hierarchy. Concepts and user context are
represented in the vector space model as explained in the previous section.
Thus the mapping consists on a cosine similarity between vectors and has
as output a weighted concept vector which represents the semantic repre-
sentation of the user context. The semantic vector cs represents the short
term user context at learning time s and includes his short term interests.
The dimension of the semantic vector cs at learning time s is equal to the
dimension of the top three levels of the ODP’s domain ontolgy θ. The weight
of a concept in the ontology reflects the degree to which it represents the
user’s short term interests and beliefs at time learning s. Let Ks be the
keyword representation of the user context computed as explained in the
previous section and Vj the term vector representation of a concept j from
the ontology. The concept’s weight is then computed as follows:

Pj = cos(Vj ,Ks) (6)

We then order the concept vector by decreasing weight where concepts with
high weights reflect the short term user’s interests.
These semantic user’s interests are then reused in the various phases of the
personalized information access. Thus, the library of the user’s interests can
be used for the:
• Query reformulation
• Query to document matching
• Re-ranking the search results

As example, given a user being interested by the field of computers in a cer-
tain search session. Computers is categorised at the first level of the ODP’s
concept hierarchy. We take into account the top three levels of the concepts
hierarchy, we suppose a more specific user interest in the serach session to be
the software which is the subcategory of computers and malicious software
which is the subcategory of software category as shown is Fig.2.
We assume that the keyword representation of the user context include terms
related to the specific domain of interest cited above, and are extracted



from the user search history. Thus, certainly the keyword-based user con-
text, mapped to the nodes of the concept hierarchy exceeds a similarity
threshold with the vector representation of the category computers and its
subcategory software, especially the malicious software. In this way, we iden-
tify the best matching concepts for the keyword user context. The semantic
vector representation of the user context is then generated on the basis of
concept’s weights and the categories cited above, having the high weights,
are ordered in the top of the vector-based semantic user context.

Fig. 2. A personal user’s interests in a search session

3.2 Learning and maintaining the user’s interests

As long as the user conducts a search, the system must tracks the changes in the
short term user’s contexts. A new user context means a new user interest must
be added to the library of the user’s interests or a long term user interest may be
reviewed. The key for providing an accurate profiling of the user’s interests is to
determine at what degree we shall update an existing user interest and when we
shall add a new user interest to the library of the user’s contexts. In our approach,
we compare the current semantic context at time s noted ccs and the previous
one pcs using Kendall rank-order correlation operator as showed in Fig.3. The
Kendall rank correlation coefficient evaluates the degree of similarity between
two sets of ranks given to a same set of objects. In our case the objects are the
concepts of the ontology representing the user’s interests. A significant change
of the rank order of concepts being in the top of the vector representation of the
current user’s context is interpreted by a change of the short term user’s interests.
The Kendall rank correlation coefficient is given in the following formula:

∆I = (ccs ◦ pcs) =
∑
o∈θ

(ccs(o)− pcs(o)) (7)



where θ is the set of the top three levels of the ODP’s concept hierarchy.

The coefficient value ∆I is in the range [-1 1], where a value closer to -1 means
that the semantic contexts are not similar and a value closer to 1 means that
the semantic contexts are very related to each other. Based on this coefficient
value, we apply the following strategy in order to learn the user’s interests and
so update the set of user interests in Is:

1. ∆I > σ (σ represents a threshold correlation value). No potential changes
in the user’s contexts, no information available to update Is;

2. ∆I < σ. There is a change in the user’s contexts. In this case we gauge the
level of change, and two configurations may be presented: the change implies
a refinement of a prior detected user’s interest or else the occurrence of a
novel one. In order to answer this question we do as follows:
– select c∗ = argmaxc∈Is(c ◦ ccs),
– if ccs ◦ c∗ > σ then
• refine the user’s interest c∗: we define a refinement formula that com-

bine the newly constructed semantic vector with the user interest c∗

where the concepts weights computed in c∗ are automatically re-
duced by a decay factor ζ, a real value in [0, 1]. The refinement of c∗

is given as follows:
c∗: c∗ = ζ ∗ c∗ + (1− ζ) ∗ cc ;

• update the matrix Hs by dropping the rows representing the least
recently documents updated, update consequently Rsu,

– if ccs ◦ c∗ < σ then add the new tracked interest in the library Is, try
to learn a period of time c∗:
set Hs+1 = Ss, s0 = s

An updating procedure of the library of the user’s interests consists on managing
their persistence. Indeed, it consists in removing some user’s interests according
to the updating frequency or the date of the last update. By this fact, we exclude
the non recurrent contexts inserted in the library of the user’s interests.

4 Conclusion and future works

We proposed in this paper a new approach for building an ontology-based user’s
interests in the field of personalized IR. We improved a previous work for user
modeling where the user interest consists on a keyword-based representation. In
order to enhance the original approach, we exploit both the search history and
a predefined ontology ODP to represent the user’s interests conceptually. The
basic idea consists in mapping the keyword representation of the user context to
the concept hierarchy, then each concept has a weight that reflects the degree to
which it represents the user context at a certain time. The approach integrates
the temporal dimension in the user’s interests learning process. More precisely,
we learn and maintain long term user’s interests by updating the search history



Fig. 3. Maintaining process of the user’s interests

representation using the user relevancy point of view on familiar words from
which we extract a short term user’s interest.

A distinctive aspect in our approach is the use of the kendall rank order
correlation measure between semantic representations of the user’s interests. The
benefit of using this measure is the gain of accuracy and reliability in tracking
changes of the short term user’s interests instead of applying it on a keyword
vector representation of the user interests.

In future work, we plan to improve the maintaining process of the short
term user’s interests. Instead of tracking the changes of the user context by the
user’s queries submitted among search sessions, we aim to integrate a method
for detecting session boundaries in order to activate the method for updating the
library of the user’s contexts. We define a session as a set of queries related to
the same information need. We also tend to personalize the information retrieval
process by using the user’s interests in the query reformulation. We use the
term of the concept-based user interests in order to enhance the user query and
personalize the search results in the way that better meet the user information
need in a search session.

In another hand, we plan to evaluate our approach experimentally using a
large scale of quantitative data on the user search sessions and accurate contexts
provided by the related queries during a reasonable period of testing a particular
search engine.
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